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This PowerPoint 2007 template produces a 36”x48” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics. 

We provide a series of online tutorials that will guide you 
through the poster design process and answer your poster 
production questions. To view our template tutorials, go 
online to PosterPresentations.com and click on HELP DESK.

When you are ready to print your poster, go online to 
PosterPresentations.com

Need assistance? Call us at 1.510.649.3001

QUICK START

Zoom in and out
As you work on your poster zoom in and out to the level that is more 

comfortable to you. 
Go to VIEW > ZOOM.

Title, Authors, and Affiliations
Start designing your poster by adding the title, the names of the authors, 
and the affiliated institutions. You can type or paste text into the 
provided boxes. The template will automatically adjust the size of your 
text to fit the title box. You can manually override this feature and 
change the size of your text. 

TIP: The font size of your title should be bigger than your name(s) and 
institution name(s).

Adding Logos / Seals
Most often, logos are added on each side of the title. You can insert a 
logo by dragging and dropping it from your desktop, copy and paste or by 
going to INSERT > PICTURES. Logos taken from web sites are likely to be 
low quality when printed. Zoom it at 100% to see what the logo will look 
like on the final poster and make any necessary adjustments.  

TIP: See if your school’s logo is available on our free poster templates 
page.

Photographs / Graphics
You can add images by dragging and dropping from your desktop, copy 
and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of the 
corner handles. For a professional-looking poster, do not distort your 
images by enlarging them disproportionally.

Image Quality Check
Zoom in and look at your images at 100% magnification. If they look good 
they will print well. 

QUICK START (cont.)

How to change the template color theme
You can easily change the color theme of your poster by going to the 
DESIGN menu, click on COLORS, and choose the color theme of your 
choice. You can also create your own color theme.

You can also manually change the color of your background by going to 
VIEW > SLIDE MASTER.  After you finish working on the master be sure to 
go to VIEW > NORMAL to continue working on your poster.

How to add Text
The template comes with a number of 
pre-formatted placeholders for headers and text 
blocks. You can add more blocks by copying and 
pasting the existing ones or by adding a text box 
from the HOME menu. 

 Text size
Adjust the size of your text based on how much content you have to 
present. The default template text offers a good starting point. Follow 
the conference requirements.

How to add Tables
To add a table from scratch go to the INSERT menu and 
click on TABLE. A drop-down box will help you select rows 
and columns. 

You can also copy and a paste a table from Word or another PowerPoint 
document. A pasted table may need to be re-formatted by RIGHT-CLICK > 
FORMAT SHAPE, TEXT BOX, Margins.

Graphs / Charts
You can simply copy and paste charts and graphs from Excel or Word. 
Some reformatting may be required depending on how the original 
document has been created.

How to change the column configuration
RIGHT-CLICK on the poster background and select LAYOUT to see the 
column options available for this template. The poster columns can also 
be customized on the Master. VIEW > MASTER.

How to remove the info bars
If you are working in PowerPoint for Windows and have finished your 
poster, save as PDF and the bars will not be included. You can also delete 
them by going to VIEW > MASTER. On the Mac adjust the Page-Setup to 
match the Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master.

Save your work
Save your template as a PowerPoint document. For printing, save as 
PowerPoint or “Print-quality” PDF.

Print your poster
When you are ready to have your poster printed go online to 
PosterPresentations.com and click on the “Order Your Poster” button. 
Choose the poster type the best suits your needs and submit your order. 
If you submit a PowerPoint document you will be receiving a PDF proof 
for your approval prior to printing. If your order is placed and paid for 
before noon, Pacific, Monday through Friday, your order will ship out that 
same day. Next day, Second day, Third day, and Free Ground services are 
offered. Go to PosterPresentations.com for more information.

Student discounts are available on our Facebook page.
Go to PosterPresentations.com and click on the FB icon. 
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A complex activity is a temporal composition of sub-events, 
and a sub-event typically consists of several low level 
micro-actions, such as body movement of different actors. 
Extracting these micro actions explicitly is beneficial for 
complex activity recognition due to actor selectivity, higher
discriminative power, and motion clutter suppression. 
Moreover, considering both static and motion features is vital 
for activity recognition. However, optimally controlling the 
contribution from static and motion features still remains 
uninvestigated. In this work, we extract motion features at 
micro level, preserving the actor identity, to later obtain a 
high-level motion descriptor using a probabilistic model. 
Furthermore, we propose two novel schemes for combining 
static and motion features. This analysis also provides the 
ability to characterize a dataset, according to its richness in 
motion information.

Abstract

Methodology

Our Methodology contains three stages of pipeline. First, 
we extract motion and static features from the video. 
Second, we fuse both feature vectors into a single vector, 
and finally we feed it through a pre-trained RNN to 
classify the video. 

Feature  Extraction
In the motion feature extraction, we segment each video 
by 30 frames. Then for each segment, we find objects in 
the first frame and track those objects throughout the 
segment using dense trajectories for each actor or object 
separately, along with 36-dimensional HOF features. Then 
we Keep only the candidate areas with more than 50 
(chosen by observation) HOF features within a snippet and 
discard the others.

We randomly took 100,000 HOF features and applied 
k-means to get 1000 clusters. Here we used fractional 
metric instead of L2 norm due to the fact that this won't 
perform well in the high dimensional space. 

If there are n micro action vectors in a video segment, it 
means that there are n moving objects tracked in the 
segment. Then we join these micro action vectors to get 
a high level action vector. we applied some smoothing 
to the final vector to reduce the noise.

To get the static features we feed each frame of the 
segment to a pre-trained Convolutional Neural Net, and 
got the static vector on the softmax layer (with dimension 
1000). Then we got the average of static vectors from each 
of the frames.

Fusion of Motion and static vectors
We fuse both motion and static vectors to get one vector 
representing a video segment. By using cholesky 
transformation we can get a correlated vector for two 
uncorrelated vectors. We apply this transformation to the 
motion and static vectors and get a fused vector. The 
fused vector contains information about both vectors 
according to the correlation ratio. This give us the 
freedom to manually tune the correlation of these vectors. 
By doing this we were able to obtain optimum accuracies.

In the second method, we first measured the amount of 
information captured in each motion and static vectors. 
Then we fit a joint Gaussian distribution to these vectors 
and got a fused vector along the line which is closer to the 
vector with more information. This gradient is calculated 
by the ratio between the entropies of the two 
distributions.

Capture  temporal  evaluation 
We use these fused vectors to train a RNN with LSTM 
layers. We also show that the temporal data has more 
information about the video by comparing it with a 
random forest classifier, which shows that LSTMs are 
performing better in capturing temporal evaluation 
compared to a non temporal classifier.

Results
We tested our framework on Hollywood2 dataset and 
UCF-11 Dataset. The figure below shows a comparison of 
overall accuracies with the state-of-art  results.
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