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Observation: Raw pixels contain sparse motion information, cluttered with non-motion 
information. 

Static 
(>60%)

Dynamic

Similar pixel intensities yet 
differing relative motion. It is 
convenient for the optical flow 
estimation if motion 
information are unentangled 
and better-coded.

Overview: The need for a Capsule Encoder



Overview: The need for a Capsule Encoder

Observation: Raw pixels contain sparse motion information, cluttered with non-motion 
information. 

Potential Solution: A capsule encoder, which provides the following:

a) better correspondence matching via finer-grained, concise, motion-specific, 
and more-interpretable encoding crucial for optical flow estimation

b) better-generalizable optical flow estimation
c) utilize lesser  ground  truth  data
d) significantly  reduce  the  computational  complexity

In comparison to the convolutional encoder in FlowNet.



Key Contributions

● Proposing a novel CapsNet  based  architecture, termed FlowCaps.

● Investigating two contrasting approaches for optical flow estimation and action 
recognition, namely, frame-wise  and  segment-wise. 

● Achieving a significant (94%) reduction in computational complexity with 
FlowCaps, in comparison to FlowNet.

● Achieving better optical flow estimation and subsequent action recognition 
performance for several benchmark datasets.

● Investigating the capabilities of Flow-Caps in terms of out-of-domain 
generalization and training with only a few samples.



FlowCaps: Architecture



Key Approaches: Improvements to Loss
● Issues with EPE:

⨯ Only considers the magnitude component in its calculations

⨯ L2 norm is highly susceptible to outliers with higher values

● We propose:

Where ⍺ is an empirically determined constant.

Logcosh Cosine Similarity

L = Lmag + ⍺Lang 



● We consider two different approaches based on the number of consecutive 
frames (k) considered for prediction at a time.

a) Frame-wise (k=2)  Xfrm∈R(H×W×2C) → Yfrm∈R(H×W×2)

b) Segment-wise (k>2) Xseg∈R(k×H×W×C) → Yseg∈R(H×W×2)

Intuition behind Segment-wise approach

● The model can benefit from the additional contextual information provided by 
the extra frames considered.

● In a setting where optical flow estimation and action recognition are performed 
in tandem, it is natural to consider segments, rather than pairs of frames.

Key Approaches: Segment-wise vs Frame-wise



Results: Optical Flow Estimation



Results: Segment-wise vs Frame-wise



Results: Optical Flow Estimation and Action 
Recognition



Optical Flow Estimation: UTI



Optical Flow Estimation: KTH



Optical Flow Estimation: UCF



FlowCaps: Out-of-Domain Generalization

● We test on all the classes of UCF-101 except for classes with no videos  
containing  more  than  5  I-frames,  and  for  the  five  classes  considered  for 
training, which yields 88 out-of-domain action classes.



FlowCaps: Out-of-Domain Generalization



FlowCaps: Training with few samples

● Lower the availability of training data, higher the relative generalization 
capability of FlowCaps-S.
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